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Experiment description o e

CONCEPT AND OBJECTIVES

Product-service systems (PSS) are business models that provide for cohesive
delivery of products and services. PSS models are emerging as a means to
enable collaborative consumption of both products and services

In product-service systems, the main challenge is that the services provided
by the product can be updated frequently, so that new services, as well as
trainings have to be offered in a very efficient way.
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Experiment description o e

CONCEPT AND OBJECTIVES

Therefore, such an offering requires a powerful computing infrastructure
which would ensure a comfortable usage of services, e.g. minimizing the delay
in the case of requesting the service by a lot of users. Consequently, it implies
a trade off between the efficiency and the price of the service.

Main objective is the performance measurement and scalability test of new
cognition-driven maintenance of product-service systems that is able to detect
issues/anomalies in the operation as soon as they appear (and before a
problem arises)
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Experiment description o e

BACKGROUND AND MOTIVATION

We are developing a new service for the management of product-service
systems which is based on offering various types of services for particular
users and users groups.

There are several types of customers:
- Machine vendors

- Maintenance service companies
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Experiment description o e

EXPERIMENT SET UP

Grid5000 (Inria) One 120GB RAM, Xeon CPU, 64 GB Hard
node disk
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Experiment description o e

EXPERIMENT SET UP

Automatization and preparation

In order to start testing we Dockerized our PRODUCTION system for
easier deployment.

The whole system is around 15Gb of data, which we copied to the
server using SCP Linux command (on Ubuntu 18 regular SSH transfer
which jTest offers did not work!) connecting from Grid’5000 to our
server. After installing needed packages (Docker, Docker-compose,
cURL, etc.), and some minor issues which we fixed pretty easily, we
started all containers and tested connection and functionality (image

below).
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Experiment description
EXPERIMENT SET UP

JFed is a Java-based framework for testbed federation, it provides GUI and CLI to
allow end-users to provision and manage experiments.

We've reserved Grid5000 resource, installed docker, postgres and so on and after
that we deployed our app.

JFed Experimenter T
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Project result o e

MEASUREMENTS

Tests concluded with sending the requests at the same time.
When we say 6000 users, we mean that 6000 users are active at
the same time (which means total users using app actively is

much larger).
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Project result o e

6000 users (requests at the same time)

Statistics
R messw st Teagye beeagesg
ol dmewks o FAU 6 ek o Menae o Mn 6 M o Wm0 ot ¢ Whpd o Wepd o Tawtens o Reved o S o Req ts S ry
Total ‘000 384 6.07% 32698.60 1354 132751 1a018.00 93013.20 116838.95 130666.91 2524 113,80 204 e ues s u m ma
Getaliplans 1000 0 0.00% 6024.28 3031 0472 50604.50 6429.00 8995.75 1126235 238 5183 1228
Getmessage 1000 o 0.00%¢ 888442 3194 18569 8101.50 14900.00 14981 .00 1994325 4529 106,40 06228
by id
Get profiles 1000 1%0 19.00% 4008735 3un 48850 4077500 4522540 4561065 4597470 20.06 13937 2631
Getvamngs 1000 Qo 0.00% 309745 2294 6633 3099.00 424240 4368.00 w2299 705 206698 105.65
by peofile i¢
Getvainings 1000 148 14 80% 64359 96 1354 131205 6763500 129938.30 130555.00 13111696 577 a0.24 666
from to
Getuserbyid 1000 20 200% 7310817 9509 132731 7385150 126043.50 129797.30 13078796 677 308 aar
Errors
500 190 52.20% 3.17%
Non HTTP 1esponse code: 174 47800 2.900

org.apache hitp.conn.C i HTTP
response message: Connect 1o localhost13443
[localhost/127 0.0.1) faied: Connection timed out
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Project result

Top 5 Errors by sampler

Total 6000 364 500

Get 1000 190 500

profiles
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Project result o e

12000 users (requests at the same time)

Statistics Requests Summary

Total 12000 1296 10.80% 40679.75 150 185989 14353.00 130436,70 130933.95 156769.83 33.35 142,69 40.06
Get all plans 2000 0.00% 1453810 185 106706 4964.00 28772.70 67436.40 104975 00 582 3219 761
Gelmessage 2000 0.00% 2111082 2465 165338 9212.00 33298 30 4364400 95072 84 674 2476 927
by i
Get profiles 2000 B62 43.10% 70030.39 158644 13218.00 13117500 15577395 155848 83 1252 7406 934
Getirainings 2000 15 0.75% 7356.66 1685 131162 4322.50 5218.30 15840.90 105701 42 575 1929 7.83
by profile id
Get rainings 2000 410 20.50% T0418.53 150 185989 69074.50 130722.60 131176.80 184453 99 5.96 39.80 542
from to
Getuserhyid 2000 a 0.43% 60623.03 1011 130482 59996.00 10584230 115223.20 122695 £8 5.87 240 785
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Project result

Top 5 Errors by sampler i =

Non HTTP response code:
org.apache.http.conn.ConnectTimeoutException/Non HTTP
response message: Connect to localhost:13443
[localhost/127.0.0.1] failed: Connection timed out

Get profiles 2000 862 Non HTTP response code: 862
org.apache.http.conn.ConnectTimeoutException/Non HTTP ity R WM 2R &2 @ie; e ez Rwes iz 2 L2an
3 ) R D—
response message: Connect to localhost:13443 = =
[localhost/127.0.0.1] failed: Connection timed out T e e
Get trainings 2000 15 Non HTTP response code: 15 sk Latancies Over Time
by profile id org.apache.http.conn.ConnectTimeoutException/Non HTTP

response message: Connect to localhost:13443
[localhost/127.0.0.1] failed: Connection timed out

260000,

Get trainings 2000 410 Non HTTP response code: 410
from to org.apache.http.conn.ConnectTimeoutException/Non HTTP

response message: Connect to localhost:13443

[localhost/127.0.0.1] failed: Connection timed out
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Getuserby 2000 9 Non HTTP response code: 9 mE I - " < p A
id org.apache.http.conn.ConnectTimeoutException/Non HTTP T hoe e mme e SR SwE B TEeE A W THer i
response message: Connect to localhost:13443 Eazeaa Trea grarsasty . mis)

[localhost/127.0.0.1] failed: Connection timed out
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Project result o e

LESSONS LEARNED

As a result of these tests, we can freely state that our system can
support at least 5000 users who are active every day at the same
time.

And for further expansion we will plan ahead with this information
to multiply instances of our service with Kubernetes probably.
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Business impact o e

ON BUSINESS

Main finding is that the number of users who can use the system in a convenient way
depends on the capacity of the infrastructure in a non-linear manner - we have
obtained some important conclusion for the current projection of the number of users
(max 20 000 users).

Moreover, there is another important conclusion from the business point of view:
most critical feature for the user is “care”, i.e. their feeling that the service is tailored
to their needs. This has inspired us for the design of a new customer service which will
provide a fast response on customer need (based on fast thinking), even before having
a precise answer on the issue at hand. Indeed, we see the we see as future of the
customer care and we call it CARE++
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Business impact o %o

ON BUSINESS

- Added value regarding checking the technical feasibility of the system

Main value is in the possibility to perform various tests for exploring the
limitation/constraints in the current offering of the cognition-driven maintenance for
product-service systems. Besides very important findings regarding the performance,
like the limitation of the number of users for a selected infrastructure (size), we have
found also an interesting conclusion about the nature of the customer support which

should be provided in order to keep the user satisfied.
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Business impact o %o

ON BUSINESS

- Added value for the further development of the system

We obtained a deep understanding of the real performances of some of the parts of
the cognition-driven maintenance process.

- Added value for the further business modelling

Influencing the business decisions about the further commercialisation, especially from
the point of view of some non-functional requirement

17 | wWWwrED4FIREEU 4 & @ S8 eL A 24 L2 0 & A



Feedback ,}-.

FEDAFIRE
JFed yes Installation and usage were standard, we had some issues with some random given disk images,
after which we focused on Ubuntu 18 only — and that worked perfect for us (as we have our
system on the same image).

Issues we had was with transferring files which worked on Debian system, but not on Ubuntu, for
unexpected reasons (we sent auto generated reports with this error). But on Debian we had
issues installing Docker-Compose, so we focused on CLI and Ubuntu 18.

Another issue was having only 24 hours for experiment, in real time that was 8 hours (working
hours), we tried creating a disk image from withing Grid’5000 server, but transferring files lasted

more than the actual cogxing gSCP} and degloxing.

JFed yes Using CLI was a positive thing in our experience. We needed a few packages to install, SSH,
command SCP to transfer files from our servers to Grid’5000 (database, Keycloak data etc.) and reverse
Line (CLI) port forwarding to enable sending data from our servers (local machine) to Grid’5000.
JMeter yes Pretty straight forward, small manageable issues which were expected. Problems we experienced

were about methods to fetch a video, which needed to be buffered and we always got memory
exceptions (Heap), so we could not test that part very well.
Docker yes We used Docker and Docker compose to ease the deployment and setup of our services on

Grid’5000.

Small issues with root user for Postgres certificates (.pem file).
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FEDAFIRE

We expected to test our application in a few days, but there is no option to reserve a node for more than
24h, except that everything was fine.

Since our machine lasted only 24 hours, we knew everything was deleted from it (or we hope so).

Besides that, we had Vault for all our passwords withing our deployment, so we did not bat an eye on this
issue (also we used beta version of Postgres DB and Keycloak as Auth2.0).

Our system is Dockerized, so we only used docker and docker-compose which got all images and created
containers for db, keycloak, filebeat, java etc.

Copying files took some time (15Gb).

Reverse port forwarding was hard to figure out at first, but when we found the command, it was straight
forward.
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FEDAFIRE

A variety of testing software would be a delight. In CLI usage of course! To be added
when starting the machine (or selecting testbed).

Getting a machine for more than 24 hours would definitely make testing and
deployment way faster and easier.

Getting our own disk image would be a perfect option for deployment, setting up whole
server into .img file and just transferring and unpacking it onto testbed.

Ability to pick what do we need with the machine, e.g., when we are getting a machine,
we can check that we want Docker or Kubernetes within that server, so creating one
will start a script which will install all those needed packages and tools.
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Feedback

In order to run JMeter tests the easier way (with GUI from our computer) we did
reverse port forwarding from Grid’5000 machine to our own:
ssh -R 13443:localhost: 13443 —R 9080:localhost:9080 {username@ourip.com} -p {internal_port}

root@graoully-8:/opt/zz-stage# docker ps

CONTAINER ID IMAGE COMMAND CREATED STATUS PORTS NAMES

22fbocec8194 jboss/keycloak:6.0.1 "/opt/jboss/tools/my.." 2 hours Up 2 hours 0.0.0.0:9080->8080/tcp, :::9080->8080/tcp zz-keycloak
filebeat:audit " i 2 hours Up 2 hours zz-filebeat
openjdk:8-jdk-alpine "java - - 2 hours Up 2 hours 0.0.0.0:13443->13443/tcp, :::13443->13443/tcp zz-web-service
postgres:encrypt-multischema "docker-entrypoint.s.. 2 hours Up 2 hours 0.0.0.0:5432->5432/tcp, :::5432->5432/tcp zz-postgres

root@graoully-8:/opt/zz-stage# I

p————

oot@graoully-8:/opt/zz-stage# curl --location --request GET 'http://localhost:13443/users' --header 'Authorization: Bearer eyJhbGciOi:

3pRemZya21imbzhwX1E3aFZMd2hzIn0.eyJlqdGki01IOOWUSM2Z1ZCOSZGZ1LTRiINZYtODdKMi11Y2EONTBIMZE2YTY1LCI1eHATOFE2NTIZNZIXNTASIMS51Z1I6MCWiaWFOI jc
BC5jb20vYXVOaC9yZWFsbXMviWmOuYVpkemF2bGphIiwic3ViIjoiMIViZTYYMjQtOWFiZCOOOTKSLWEZYTMENMV1ZTdKOTA4NGZMIiwidHIWI joiQmVhemVyIiwiYXpwIjoid2)
JgWLTRmMODItODBMOCOOZTYYZGY10TMIMTKILCIhY3I101IXI1iwicmVhbG1fYWNIZXNZIjp7InIvbGVzIjpbImFkbWluIl19LCIZzY29wZSI6InByb2ZpbGUgZW1haWwiLCI bWt
7S1zdGFnZS5uaXNzYXR1Y2guY29tI10sImNsdWIOYW1lIjpbIlpvbmFazHIhdmxqYUdyb3VvwIlOsInByZWZ1lcnI1ZF91c2VybmFtZSI6ImFKkbWluIiwiz212ZW5FfbmFtZSI6I1!
Ujf4JHMEXIXSBQZ-XsUFhb63YTS80fkVCUWrxm@Q02ZXm-DOVDb728SsaIN_SM88hdGtRG-64txD6GaeCw5bsGGmnnptF_De53163X15e8mtmPg3mlWceoVTkL5SXNINL3YF_5!]
94xnrM74EKH_S9 CEGr5WnK_9GX1a3W46-V2u7ERGecXdhsUA86QpXEd4ZcGKkcbdO_SeinmnnrqZA2jbjwONG_DPqeKw'
[{"i1d":"54ff3170-dbaf-4ae2-87cc-dd25635cfe88","username":"ana210859","profilesCount”:0},{"1d":"8aa04a5b-9ef1-43e9-a59a-a838a49a4264","t

", "profilesCount”:0},{"1d":"6f32d33a-1dd8-4635-b968-6534ee101a1a","username":"tester","profilesCount”
,"profilesCount”:1}]root@graoully-8:/opt/zz-stage# l

Testing services in containers
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Conclusion o e

- Experimentation done as planned

- Effective support from Grid5000

- Feedback is very positive with a short wishing list

- Important value for the further business design
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Feedback ,.’.‘

FEDZFIRE

JMeter, a testing tool from Apache used to analyze and measure the
performance of applications, different software services and products.
Open-source software entirely written in Java, used to test both web and FTP
applications as long as the system supports a Java Virtual Machine (JVM).

The thread group is part of the Test Plan where the user is able to determine how
many requests will be sent.

Eile Edit Search Run Options Tools Help

Name:
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HTTP Header Manager is part of the Thread Group and it is used in order to set
Authorization. In our case we have a token which must be provided when the
request is sent (acquired from our Keycloak on Grid’5000 server).

\Ei =] 2 o %Sy - % v k. ¥ $ * 7 00:00:00 4 0 0/0 £

HTTP Header Manager

Name:
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HTTP Request Defaults is also a part of the Thread Group ZonaZdravlja and it is
used to set parameters that are common to each request. Instead of setting
parameters for each request, we set parameters and use them for each request

e Body Data
Send Parameters With the Request:
Name alue URL Encode?
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