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Industry-grade 
omni-directional  AMRs

Intelligent navigation 
with APIs

Task execution in the worst 
wireless networks

OMNIT Autonomous Mobile Robot
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Dynamic fleet discovery and control in the cloud 

Enabling lease models for remote maintenance and support 

Connectivity in the worst wireless networks

Enabling pay-per-tow and other service driven revenue models

Secure Cloud Fleet Management

https://docs.google.com/file/d/1GkHRuwp4NTgQHDvcmQZkQUF_bEP7ckLE/preview
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RaaS Requirements
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Robotics-as-a-Service with ROS2

ROS1 originally a research framework 

Quickly penetrating industrial robotics 

ROS1 was never designed for networking

ROS2 -> next gen middleware for robotics

+ Data Distribution Service (DDS) specification

+ Real-time Publish Subscribe (RTPS)

+ robust security policies
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Deploy Tractonomy RaaS architecture and scale AMR 
components with secure ROS2 on Fed4Fire testbeds

Design and implement the system QoS tool (sQoS) tool 
to benchmark ROS2 middlewares (RMW) and ROS2 
QoS settings

Benchmark RaaS platform using sQoS tool
● Scalability (fleet)
● Compare performance metrics of different RMW 

implementations
● Reevaluate failures of phase 1 

Phase 2 Objectives
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Technical Implementation
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Fed4Fire Testbeds
VirtualWall2 - For entire architecture deployment 
with a cloud server, a site manager and multiple 
workers possible of each running upto 10 AMR 
simulations

Grid’5000 - initial multi site tests

Emulab Utah - test case for multi site deployment on 
bare-metal systems with one site manager and a 
worker running upto 2 AMR simulations
note: single test runs work but repeated tests failed to 
discover the Docker Swarm node.

ExoGENI - second test case for multi site deployment 
on virtual machines with one site manager and one 
worker running a single AMR simulation
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Results
Performance metrics of RMW 
implementations while scaling the 
number of connected AMRs

●
●
●
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Conclusions
Tested and benchmarked scalable ROS2/VPN 
framework for our RaaS

Fed4Fire testbeds have helped a lot in finding setup 
challenges, configuration issues, and gaining the 
knowledge of distributed ROS2 setup

Further validated ROS2 security features and gained 
more insight in ROS2 optimization

Changed from default ROS2 RMW to Cyclone DDS 
(direct link to developers)

RaaS-o-ROS2 needs further optimization to limit meta 
traffic between ROS2 nodes, and optimize the on 
robot topics/services with shared memory
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Benefits of Fed4Fire and Next Steps

●

●

●

●

14

Safety Field Protection

https://docs.google.com/file/d/1Y-X_8XEI0rQ0JSoYCimmciDB3_YecVWF/preview
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