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Secure Cloud Fleet Management B R e
@%%%@ Dynamic fleet discovery and control in the cloud @ fuuivecin. || @ pinan: || @ gt | | @ plmaris

?% Connectivity in the worst wireless networks

Enabling lease models for remote maintenance and support

@ Enabling pay-per-tow and other service driven revenue models
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https://docs.google.com/file/d/1GkHRuwp4NTgQHDvcmQZkQUF_bEP7ckLE/preview

RaaS Requirements

Fleet Logistics
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Robotics-as-a-Service with ROS2

. ROS ROS2
ROS1 originally a research framework
S Master Application Application
K-
Quickly penetrating industrial robotics 8 %
;& -
ROS1 was never designed for networking = fessnsesthessrbererbesantrnadnesantode b onann s anr s e a e S
g Client Library ’ I Client Library S
» 2
ROS2 -> next gen middleware for robotics 3 > ROSTCP/ Nodelet ] Abstract DDS Layer | 2
E = ROSUDP L_API Intra-process DDS §§
L : . : = AP| |08
+ Data Distribution Service (ODS) specificaton oo\ .§ i
N Q
0 8 Linux ’ Linux/Windows/Mac/RTOS |
+ Real-time Publish Subscribe (RTPS) . 3

. . -
robust security policies Image courtesy: G. Mazzeo, “TROS: Protecting Humanoids ROS from

Privileged Attackers’, 2019, International Journal of Social Robotics,
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Public cloud

Phase 2 Objectives

SROS2

Deploy Tractonomy Raas architecture and scale AMR
components with secure ROS2 on Fed4Fire testbeds

Design and implement the system QoS tool (sQoS) tool
to benchmark ROS2 middlewares (RMW) and ROS2
QoS settings

1

SROS2

Benchmark RaaS platform using sQoS tool Client
e Scalability (fleet) - Ste2.
e Compare performance metrics of different RM\¥/ S R

implementations
e Reevaluate failures of phase 1

A
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Technical Implementation

6. Iterate and identify the idea sQoS

° * Fleet size
* Fleet locations
* ROS2 QoS profiles

* Network behavior
* Security rules

sQoS Tool

1. Fleet requirements

AMR Simulation :

2. Generate AMR
fleet instances

sQoS Tool configured through environment variables
available in an experiment file. Multiple experiments can be
launched at the same time by providing multiple files.

Containers are configured during start-up.
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5. Measure sQOS

Testbed 1

N N> —
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3. Deploy instances
to testbeds

RaaS on Public

cloud
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s FEDCFIRE
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Cloud

Backend
Database

subscrilje to topic
/heartbdat
|

Customer sites

—

One or more 5

robots sending
data to the cloud

loop / [until shutd

_register robot id
<

2

topic message publication
/heartbeat
message: {id: SNXXXXX}

Irepeat every x seconds Bh

create ervice server
JSNXXXXX/get_diagnostics

[ _get active robots
<

robot_ids[]

loop / [timer: repeat T«ery y seconds]

aggregate diagnostic messages

loop

S|

[SNXXXXX in robot_ids[1]

service call to
JSNXXXXX/get_diagnostics

Y

message: {history[]: diagnostics} :i?;l:;r:ol:t'i:isr:l;ssages .

Multicast Routing

iptables
prerouting

multicast router

CONTROLLER

- -
T ;n - ] Wireguard VPN tunnel |
- &

CONTROLLER

Simulated link capacity, packet loss,
and latency with TC

M Physical Machine [l cloud-net (macvlan on dummy interface)

Docker Container [l raasoros-net (macvian on top of "WiFi" Network)
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Multicast packets to 239.255.0.1
1

Simulated link capacity, packet loss,
and latency with TC
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Fed4Fire Testbeds '.’.. FEDAFIRE

FEDERATION FOR FIRE PLUS European

Commission

VirtualWall2 - For entire architecture deployment
with a cloud server, a site manager and multiple
workers possible of each running upto 10 AMR
simulations

Grid'5000 - initial multi site tests

Emulab Utah - test case for multi site deployment on
bare-metal systems with one site manager and a
worker running upto 2 AMR simulations

note: single test runs work but repeated tests failed to

' Workero2

discover the Docker Swarm node. EEm e _ i

\
ExoGENI - second test case for multi site deployment \ SEm
on virtual machines with one site manager and one [ vorieros

worker running a single AMR simulation
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Performance metrics of RMW
implementations while scaling the
number of connected AMRs 011

0.2 4

0.0

80

r 60

L 40

ROS2 default RMW performance degrades as the number of AMRs
increase (ROS2 nodes). Cyclone DDS has an overall better

performance.

Lossy/delayed networks (Wi-Fi) does impact the results
e Optimize number of ROS2 nodes (currently +20 nodes/AMR)
e Cyclone DDS has better tolerance for impaired networks
e Limit ROS2 node discovery to the once required by the cloud

Reusable sQoS tool to benchmark more RMW middlewares,
different ROS2 QoS settings or new versions of ROS2
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many more results in the final report (delayed/lossy networks, limit ROS2 nodes, etc)




Conclusions

Tested and benchmarked scalable ROS2/VPN
framework for our RaaS

sQoS Tool

Fed4Fire testbeds have helped a lot in finding setup 1. Fleet requirements % =
challenges, configuration issues, and gaining the i
knowledge of distributed ROS2 setup fleet instances

Further validated ROS2 security features and gained
more insight in ROS2 optimization

Changed from default ROS2 RMW to Cyclone DDS
(direct link to developers)

RaaS-0-ROS2 needs further optimization to limit meta

traffic between ROS2 nodes, and optimize the on
robot topics/services with shared memory
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5. Measure sQOS

3. Deploy instances
to testbeds

RN

Testbed 1
BB

o
o A FEDAFIRE

Testbed 2

G0

4. Execute simulations

Raa$ on Public
cloud

4 Tractonomy

Omnit @ IMEC's industrial IoT lab
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Benefits of Fed4Fire and Next Steps

Accelerated development of the scalability of our RaaS Ready for the next major step

platform iNn going to production:
making the Omnit SAFE

Financing was extremely helpful - gained knowledge in

distributed setups, ROS2 optimization, multi-site support

over Wireguard VPN, etc.

Safety Field Protection

Experience has helped us identify next optimization steps

e Implement shared memory communication for on
robot topics and services

e Configure Cyclone DDS to further enhance
performance on impaired networks

e Use SROS2 not only for encryption but for
authentication and permissions

e \Work together with the ROS community to further
improve the performance of all RMW middlewares

© Tractonomy Robotics - No Redistribution


https://docs.google.com/file/d/1Y-X_8XEI0rQ0JSoYCimmciDB3_YecVWF/preview

‘é 4 This project was supported by the European Commission
and the Fed4Fire+ project
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