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Abstract

Industry and academia shift from the single cloud provider paradigm to cloud federations and alternative models, which orchestrate heterogeneous resources, such as Mobile Edge Computing and Fog Computing. In such complex environments, incorrect selection of deployment platform can lead to underwhelming application performance. This dictates the necessity of Service Level Agreements (SLA) and trust management services in order to enforce performance guarantees and enable customers to simultaneously evaluate their application’s performance and give performance indicators for future provider selection. In this paper, we propose a collaborative SLA and Reputation-based Trust Management (RTM) solution for federated cloud environment. The SLA service defines clearly the performance metrics and measures the actual performance of the deployed cloud applications. Based on the SLA, the RTM service of the collaborative solution leverages several technical and user’s experience metrics to compute the reliability of the cloud providers and the credibility of the customers. A proof of concept of the collaborative solution in a realistic federated...
environment is provided and validated. The corresponding experimental results demonstrate that it objectively computes the cloud providers’ reputation values under various scenarios.
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## 1. Introduction

Cloud Computing is the current dominant paradigm for application delivery. However, cloud applications shift from the typical web services to mobile smart applications, which require the orchestration of several heterogeneous resources. Nowadays, the Mobile Edge Computing and Fog Computing are the emerging architectures, which combine the powerful cloud resources with wireless communication in the proximity of the end mobile user, for delivering time or mission critical applications. These architectures aim to enable applications based on Internet of Things (IoT), social media and industrial vertical systems. Furthermore, many applications are geographically dispersed and multi-cloud architecture or cloud federation are utilized, which involve the interaction between private and public clouds controlled by different providers.

The application life-cycle in cloud environment has several phases including authentication, resource discovery, booking, provisioning and application deployment, monitoring, management and retirement [1]. The utilization of heterogeneous resources poses complex requirements at each stage of the life-cycle. Towards this direction, many research initiatives, such as FED4FIRE+ [?] and CloudLab [2], provide realistic testbeds to industrial players and academia for developing innovative cloud applications and architectures. In order to provide realistic conditions, these initiatives provide the essential software tools for the management of the cloud application life-cycle. Two of the most important management services, which are involved in various phases of cloud application’s life-cycle, are the Service Level Agreement (SLA) and trust management.

In federated cloud scenarios, a cloud acquires and/or offers spare capacity to
a set of providers in an environment. While the federation enables scalability, fault tolerance and elasticity to the cloud environment, SLA is the fundamental mechanism that allows users to enforce guarantees about performance and conformance of single or federated Cloud services \cite{3}. Service Level Agreements specifically establish the consensus on the characteristics of the service to be provided between the service provider and the cloud service user. SLA terms have to be defined in a unambiguous manner that permits both the cloud users and providers to have a common understanding of the provided service. Diverse works have explored different term definitions for Cloud computing. Commercial Cloud offerings limit application of the SLAs to service availability. More complex proposals from richer SLA terms have been proposed in \cite{3} considering terms with regards to Access, Trust and Security.

The second life-cycle management service discussed in this paper is trust management. Gambetta defines the trust as the subjective belief of entity A, that entity B performs a given action \cite{4}. On the contrary, reputation is public and created by a group of people or entities. Concise Oxford Dictionary defines reputation as “the general belief about a person’s or thing’s character or standing”. Similarly, in the cloud application life-cycle, trust management facilitates the resource selection and the performance evaluation of the cloud application. In a federated environment, many providers offer similar resources and applications and the selection of the appropriate ones is not a trivial task. Based on well-defined Quality of Service (QoS) and Quality of Experience (QoE) metrics, a trust management framework quantifies the confidence on the cloud application’s performance and enable users to utilize those that fulfill their requirements.

In this paper, we present a collaborative SLA and reputation-based trust management solution for applications, deployed in cloud federations, that aims to address jointly the following challenges:

- The SLA offerings are defined based on cloud application’s key performance indicators (KPIs) and provide reports on SLA violations.
The customers evaluate periodically the performance of the applications leveraging various QoS and QoE KPIs, and the Reputation-based Trust Management (RTM) service utilizes these ratings in order to produce a reputation score for the cloud provider, which reflect his reliability to provide a service/resource. Consequently, the reputation score facilitates the selection of the appropriate services and resources by future customer according to their needs.

A credibility mechanism is developed to protect the output of the RTM service from biased evaluations. It measures the deviation of the customer’s rating from objective SLA and monitoring values, and its output is considered by the RTM service.

The rest of this paper is structured as follows; Section 2 discusses related work. Section 3 briefly highlights the cloud application life-cycle management and the collaborotive SLA-RTM architecture. Section 4 describes the details of the SLA service, while Section 5 presents the details of the introduced RTM service and the credibility mechanism. Section 6 contains a proof of concept of the designed SLA and RTM collaborative solution, deployed and tested under cloud federation and Mobile Edge Computing scenarios in a realistic federation of testbeds. Our conclusions and future work are drawn in Section 7.

2. Related Work

In this section, the most interesting approaches for trust and reputation management in cloud computing and web services, alongside with current SLA approaches, are presented.

Starting with the latter, the SLA current operational approaches in cloud providers are primarily limited to availability [5] (e.g. Amazon [6], Rackspace [7]). Beyond this, in research environments, SLAs and more broadly Service Level Management frameworks take often more complex forms in managing QoS in cloud distributed environments. They are mainly motivated by the fact
that the managed resources belong to different administrative domains. In these approaches, it is common that negotiation phase is implemented, since uttering expected QoS is not an acceptable possibility. Multiple projects specifically addressing Cloud brokerage, have studied this problem from diverse perspectives. Cloud4SOA project produced a framework facilitating dynamic SLA negotiation on multi-cloud Platform as a Service environments. Its SLA framework permits publication of offerings, as well as SLAs enactment for agreed QoS terms. Specifically, it considers business dynamics through business performance related SLA metrics. OPTIMIS considered diverse deployment and run-time configuration scenarios. These included private, bursting, federated and multi-cloud deployments. OPTIMIS studied SLA negotiation and management in these scenarios. The QoS terms considered in OPTIMIS SLA’s included operational Cloud capabilities. In addition to these, additional SLA terms were considered: service or provider’s risk, trust, ecological or cost levels, as well as, legal requirements (related to personal data management). A significant number of these works are based on standardization efforts performed in Grid computing environments in WS-Agreement. WS-Agreement is a full recommendation of the Open Grid Forum. WS-Agreement provides protocol and specific language in order to generate SLAs.

Other models besides WS-Agreement has been proposed. SLA@SOI developed the SLA(T) model, that enables the description of both functional and non-functional characteristics of a service. The model allows providers to describe the offered services, and customers to describe their requirements and discover matching offers. Also, it allows multi-layered SLAs, which can be composed along functional and organizational domains. CONTRAIL adopted the SLA(T) model and extended it to offer elastic PaaS services over a federation of IaaS clouds, while dealing with QoS and SLA management. The scenario considered in CONTRAIL is focused on cloud federations and automated generation of SLA offerings. In CONTRAIL, the user negotiates a SLA with the cloud federation, and the federation satisfies it by negotiating SLAs with the federated providers on behalf of the user. A different scenario was proposed in
MODAClouds [15], which considers that three actors take part in cloud SLAs: end users, Application Providers and Cloud Service Providers. Within this context, Application Providers lease resources from Cloud Service Providers to offer services to end users. Then, MODAClouds devises a two-level SLA system building up an aggregation of WS-Agreement SLAs. The first level describes the QoS to be offered by the Application Provider to the end users, incurring in penalties in case of SLA violations; this SLA only monitors for observable metrics by the end user (e.g., availability, response time). The second level describes the expected QoS from the Cloud Service Provider to the Application Provider for each of the resources, resulting in one agreement per VM; this second level is not an actual agreement, but just monitors the service offered by the Cloud Service Provider in order to be able to react and enforce the first level SLA.

With regards to security SLAs, SPECS[16] delivered an open source framework that provides SLA life-cycle, automatic negotiation and monitoring of security parameters specified in the SLAs. The proposed model is based on the WS-Agreement Standard. MUSA [17] presents a solution to SLA-based security assurance for multi-cloud applications, whose components are deployed in distributed cloud services. It enables the automatic creation of the offered Security SLA of the multi-cloud application, but it also enables to monitor at runtime the security service level objectives specified in the SLA. The proposed SLA composition adopts the SPECS cloud Security SLA model.

Several approaches were proposed for reputation and trust management in web services. In [18] a survey of trust and reputation systems for three types of web services is presented. These types are single, composite and communities web services. For single web services, a Bayesian network reputation and trust model is proposed in [19]. This model is based on user feedback, the recommendation of other users and the data that corresponds to the QoS, when a credibility mechanism evaluates the users’ trustworthiness. In [20], a statistical approach was proposed to provide trust value to the parts of composite services. An online expectation maximization algorithm is used to assign trust to the individuals behind the service according to their contribution to the overall
Apropos of reputation and trust management in cloud computing, Yan et. al [21] proposed a data access control scheme based on individual trust and public reputation values. These values are used to apply attribute-based encryption and proxy re-encryption. Hatman [22] is a reputation-based trust management framework for Hadoop based clouds. It is based on EigenTrust algorithm [23], which assigned a global trust value to a user of a p2p network utilizing recursive method and their opinions, to improve the data integrity of distributed cloud computations. Zhu et. al [24] proposed an authenticated reputation and trust management system for integrated cloud and wireless sensor networks. This system focused on cloud and sensor providers’ protection from malicious attacks, enabling users to select the proper providers based on their reputation and trust values. The trust value derived from the processing, data privacy and transmission capability of the cloud providers, while for sensor providers data collection, network lifetime, response time and data transmission metrics were used. The reputation score for both types of providers was computed leveraging SLA information about a service. Manuel [25] proposed a trust model for resource selection in heterogeneous cloud resources based on past credentials and present capabilities of a cloud resource provider focusing on four parameters. Those can be availability, reliability, turnaround efficiency and data integrity. The proposed solution also leveraged from combined usage of SLA and reputation. In [26] a new method for trust and reputation evaluation in the cloud environments leveraged the recommendations of opinion leaders’ entities to remove the effect of troll entities’. The authors used a similar method with [25] for trust and reputation calculation using availability, reliability, data integrity, identity and capability as parameters but they used in addition three topological metrics. These included input-degree, output-degree and reputation to classify the evaluators as opinion-leaders and trolls. This social networks inspired approach, was used in order to remove the trolls opinion and duplicated the evaluation of the opinion leaders.

Trust and reputation management is a open research problem in feder-
ated clouds or testbeds. Regarding cloud federation, Hassan et. al [27] proposed a trust-based cooperative game-theory model for the most effective selection among federated cloud providers for data intensive applications aiming at maximum profits and minimum penalty cost’s from SLA violations. In [28], a trust management framework for multi-cloud environments was presented where different and distributed Trust Service Providers, trusted from both Cloud Providers and Cloud Users, used data from the Service Level Agreements and the evaluations of the Cloud Service Users to differentiate trustworthy and untrustworthy Cloud Service Providers. The Trust Service Provider shared and obtained data about the Cloud Service Providers through a trust propagation network in the process.

Testbed federations provide heterogeneous resources for experimentation on several types of applications. In [29], authors proposed a reputation-based trust management framework that is based on various QoS and QoE performance metrics. Experimenters submitted their rating about QoS and QoE criteria and the reputation score of the involved testbeds was computed by a modification of fuzzy VIKOR algorithm [30].

Most of the previous approaches focused on a specific type of application deployed in the infrastructure of the single provider. However, cloud applications can be deployed in federated environment and involve heterogeneous resources. Compared with the above studies approaches, this paper proposes a complete collaborative SLA and Trust management framework, applicable particularly in cloud federations, which is involved in the most phases of the application’s life-cycle management. The novelty of our approach is twofold. Regarding SLA management, this article proposes a WS-Agreement based framework, applied to a federation of service providers governed by a federated layer. This particular environment allows the providers not only to guarantee availability, but application-level metrics. In our understanding, we consider that this is very interesting due to the flexibility to the user they would provide, when applied to the real market. Secondly, the proposed reputation-based trust management facilitates the fair evaluation of the utilized services/resources from the customers
and the computation of the provider’s reputation using multifaceted QoE and QoS KPIs. The computed reputation score and the SLA offerings reflect clearly the provider’s reliability regarding the offered services/resources and facilitate the proper service/resource selection from future customers.

3. Cloud Application Life-Cycle and Collaborative SLA-RTM architecture

Cloud computing is composed of three service models: Infrastructure as a Service (IaaS), Platform as a Service (PaaS) and Software as a Service (SaaS). With IaaS, a provider supplies the basic computing, storage and networking infrastructure along with the hyper-visor (the virtualization layer) and all the installation and configuration process depends on the users. With PaaS, a provider offers more of the application stack than IaaS providers, adding operating systems, middle-ware (such as databases) and other run-times into the cloud environment. With SaaS, a provider offers an entire application stack that the user simply consumes. In this paper, we focus mainly on PaaS, the cloud computing model in which a third-party provider delivers hardware and software tools, hosted by the provider on its own infrastructure and alleviates users from having to install in-house hardware and software to develop or run a new application. The biggest added value of PaaS is that developers are completely abstracted from the lower-level details of the environment, so they can fully focus on what there are really good at (rapid development and deployment) and not worry about things like scalability, security and more that are fully managed by PaaS.

3.1. Cloud Application Life-Cycle Management

The proposed collaborative SLA and RTM solution focuses on cloud federations. In such complex environments, the application’s deployment is not a trivial task and needs careful resource selection, orchestration and performance monitoring. As it is shown in Figure 1, the complete life-cycle of cloud appli-
Figure 1: Cloud Application Life-Cycle in Federated Clouds

...cations from the perspective of federated PaaS providers includes the following stages:

- **Service Discovery**: The cloud life-cycle starts with a user discovering the stack of the provided services in order to find the necessary services that satisfy his/her needs.

- **Request Service**: After the discovery phase, the user initiates the request for the corresponding services.

- **Service Provisioning**: Afterwards, the cloud provider allocates and assigns the resources to match user’s usage demands.

- **Application Deployment**: Application is deployed by the user leveraging the necessary OS, applications and tools, which are provided.

- **Application Management**: Utilizing off-the-shelf tools, monitoring supervises the servers, the resources and the running software components. Another important management problem is the resource allocation of co-hosted cloud applications, which can be static or dynamic. In the latter case, this can be done by an automatic optimization tool or by a custom-made scheme.

- **Auditing and Billing**: Assessment tools report the resource usage (metering) and a periodic billing information is created.
• **Application Termination:** High utilization of resources is primary goal of cloud providers. This functionality enables the optimal resource reallocation after an application decommissioning, the pausing or the retirement of the application.

The SLA and RTM collaborative solution is involved in several of the above stages. Initially, both of them are required in service discovery. The SLA service advertises the offerings defined by the provider, while the RTM service provides a reputation value for every provider, enabling the proper selection of resources. Both RTM and SLA services are based on the same KPIs. During the application deployment, the SLA is activated and continuously evaluates the application performance (auditing stage). Also, the RTM service is involved in the auditing process, since it periodically prompts customers to submit their ratings about the application’s status. Finally, at the final stage, the SLA terminates and the final rating is sent to RTM service.

### 3.2. Collaborative SLA and Reputation Architecture

In this subsection, we present the architecture of our collaborative SLA and RTM solution. Figure 2 demonstrates the high-level architecture of the SLA and RTM services in a cloud federation environment. The architecture is separated in two layers; namely the federation layer and the provider layer. Regarding the SLA service, the federation layer includes SLA Collector and Dashboard components, while the SLA Management Module lays in the provider layer.

**SLA Dashboard** offers a web-based graphical user interface (GUI), which enables customers to discover available SLA templates and providers to create the agreements. Furthermore, the SLA Dashboard allows providers and customers to check the status of the existing agreements.

**SLA Collector** acts as the intermediate communication point between the SLA Dashboard and the SLA Management module of each cloud provider. Through a REST API, this component supports every SLA process from creation to termination of a cloud application. Additionally, it provides a subscrip-
tion mechanism, which allows other components to receive SLA events (e.g., SLA violations).

**SLA Management Module**, placed at the provider layer, is the core component for the SLA management process. It is responsible for storing all the SLA-related information and evaluating the active agreements, as described in 4.

As far as the RTM Service is concerned, the Reputation Dashboard offers a GUI to both customers and administrators. Through the Reputation Dashboard, the customers submit their rating and retrieve information about the reputation of each provider, while the administration of a cloud domain performs administrative tasks such as the definition of new KPIs for the computation of the reputation score. Through a REST API, the SLA Dashboard communicates
with the Hybrid Reputation System (HRS). HRS is the core component of the reputation service and is responsible for computing the reputation score of each provider. It retrieves SLA information and monitoring data through the SLA collector and a REST API respectively.

4. Service Level Agreement

Following the taxonomy of [3], we mainly focus on Access and Dependability aspects, which is the current practice for public cloud providers. Service (or Node) availability is defined as the degree of up-time for the service (or node) and expresses the Access perspective, while SLA penalties and violations of specific QoS metrics refer to Dependability notion. In this section, we describe the SLA life-cycle in a federated cloud environment.

4.1. SLA components

In this section we will present the components and functionality of the SLA Management Module, which is the core component for the SLA management process. It is responsible for storing all the SLA-related information and evaluating the active agreements. Figure 3 demonstrates the internal architecture of the SLA Management Module. Analytically, the most important components are:

- **Repository** is the database that stores any SLA entity, i.e., templates, agreements, violations and penalties.

- **REST service** is the REST interface of the SLA Management to external components. It provides CRUD (Create, Read, Update, Delete) operations to manage the SLA entities and change the state of an assessment.

- **Assessment** is the component responsible for the evaluation process of the SLA agreements. Utilizing monitoring data as input, it detects violations and generates penalties whenever a performance degradation occurs.
Monitoring adapter makes queries to the monitoring database and parses the data for the assessment of the active agreements.

Notifier adapter is a customized component in charge of communicating events (e.g. violations and penalties) to interested entities through the SLA collector.

4.2. Overview of the SLA Life-cycle

Figure 4 illustrates an overview of the SLA life-cycle, which includes several phases. Initially, at the service publishing phase, the cloud providers publish their services by creating offerings for specific performance indicators, e.g. "99.99% of the deployed application’s availability" or "the application response time is always lower than $T$ ms". Furthermore, the penalties are described here. This information is formally described in an SLA template, a document structured as a WS-Agreement template [12]. The SLA templates are stored in the Service Registry. At the service discovery phase, the customers are able to discover the available offerings advertised in the Service Registry in a centralized way through the SLA Dashboard. The discovery can be as simple as a keywords
filtering, taking advantage of the extendable nature of the WS-Agreement standard to store the service keywords in the templates. Complex matchmaking mechanisms might be developed, but it is out of the article’s scope. Next, at
the service request phase, the customer selects an offering and the corresponding agreement - based on the offering’s SLA template - is created, containing the information of the customer, the provider, the performance indicators and the expected penalties. Sequentially, the SLA Collector forwards the agreement to the SLA Management module of the selected provider in order to be internally stored and evaluated until the cloud application’s termination. After the application instantiation, the assessment of the agreement starts and the customer is notified. At the monitoring and management phase, the essential monitoring values for the agreement assessment are provided by the provider’s monitoring service. The detected violations are stored internally and forwarded to the SLA Collector component, which includes a notification/subscription service to communicate violations to any interested entity, i.e. customer, or service such as the reputation service. Finally, the agreement is terminated with the service retirement.

4.3. SLA Assessment

The importance of SLA assessment is twofold. First, it provides a clear view on the cloud application’s performance, while the produced violations are used to compute the provider’s reputation score. A high-level sequence diagram of the SLA assessment is shown on Figure 5. Its main process is executed periodically (e.g., every minute), getting in first place the necessary metric values to evaluate each guarantee term from the MonitoringAdapter, which is in charge
of making the requests to the actual Monitoring component (not shown in the diagram) and transforming the data from the Monitoring domain to the SLA Management module domain, hence allowing the use of various monitoring tools in a transparent way. Then, the AgreementEvaluator checks if the retrieved values of each guarantee term satisfy the guarantee term constraint. In the case of an unsatisfied constraint, a violation is produced. Also, a penalty is produced only if it was defined by the agreement. The output of the AgreementEvaluator is the collection of generated violations and penalties, which are then stored in the internal Repository and sent to the Notifier, a plugin component intended to push notifications of the agreements status to interested observers. Depending on the nature of the cloud application, there is flexibility on the assessment’s configuration and execution. The evaluation of a guarantee term can be chosen to be performed periodically (e.g. per hour, per day, etc) or at the termination of a service, lease, etc. Additionally, the evaluation can be done using single values (e.g. response time for a particular timestamp) or by aggregated values (e.g. average availability of the service).

5. Hybrid Reputation System

In this section, the steps of the HRS for cloud application rating, evaluation and selection is presented in detail. The trustworthiness of a user is considered in the computation of reputation score and it is determined by a credibility mechanism, described in detail below. The proposed framework is actually a scalable multi-criteria decision-making system with hierarchical structure. In order to respond to the conditions of a federated cloud environment, this hybrid framework is able to process various types of data, which correspond to technical QoS and non-technical QoE KPIs of each provider. The technical KPIs refer to objective performance metrics, e.g., network latency and CPU utilization, while the non-technical KPIs correspond to subjective user’s experience metrics such as Support Satisfaction and Usability. In a nutshell, this framework enables the use of numeric, binary and linguistic values, giving the customer the opportunity
to express his or her subjective opinion in the best possible and effective way. Each customer has unique needs and different criteria about service selection and overall performance. To accommodate this, the users through HRS can evaluate both cloud infrastructure and application performance considering different criteria, preferences and priorities. For this reason, in our approach, the customer himself/herself is capable of assigning different weights to the criteria according to his/her personalized service deployment goal.

The proposed reputation system is based on the principles of Fuzzy Analytic Hierarchical Process (FAHP) [31]. FAHP is widely used in various cases, such as product design and operational research [32]. FAHP is a ranking method based on numeric QoS and fuzzy QoE KPIs, such as node availability and support satisfaction respectively. However, in order to compute the reputation score of cloud applications, several modifications and extensions are required. There are three key differences with respect to FAHP between our HRS and the provider selection use cases, such as in [33]. First, our approach allows the customers to assign their weights on the criteria according to their application’s performance criteria. Secondly, we compare the application’s evaluation with an ideal rating of a virtual user, which contains the best values of all criteria. Finally, the computation of the reputation score takes into account the customer’s credibility, as it is described in Section 5.2 in order to ensure the fair judgment of each cloud provider. In the following, the phases of the proposed HRS mechanism are described in detail.

5.1. Modified Fuzzy Analytical Hierarchical Process

5.1.1. Phase 1 - Selection of service KPIs

The cloud provider determines the technical (QoS) and the user experience (QoE) KPIs and attributes that are used in the computation of the reputation score of the provided application. Figure 6 shows an example of KPIs and attributes in a hierarchical structure and highlights which of them are provided by the cloud providers. The difference between KPIs and attributes is that a KPI measures a specific technical or experience metric, while an attribute
summarizes several KPIs of relevant metrics. At any level, the attributes can be further decomposed into the sibling attributes or KPIs of the lower level, while the KPIs cannot be decomposed further. Adopting SMICloud approach [34], numerical KPIs and attributes are represented by numeric, boolean, unordered sets and range values. On the contrary, the QoE KPIs are represented by fuzzy numbers. In Figure 6, pink (right) and purple (left) colored KPIs refer to fuzzy and numerical attributes respectively. In this study, we utilize triangular fuzzy numbers of the form $A = \{l, m, u\}$ and the membership function is defined as $\mu_A(x)$. Furthermore, the arithmetic operations on fuzzy numbers are defined as follows

\begin{align*}
A \oplus B &= (l_A + l_B, m_A + m_B, u_A + u_B), \\
A \ominus B &= (l_A - u_B, m_A - m_B, u_A - l_B), \\
A \otimes B &= (l_A \ast l_B, m_A \ast m_B, u_A \ast u_B), \\
A \oslash B &= (l_A/u_B, m_A/m_B, u_A \ast l_B).
\end{align*}

Table 1 contains the linguistic terms and the membership functions of the fuzzy numbers used for QoE attributes.
Table 1: Linguistic Terms and Membership Functions of Fuzzy Numbers

<table>
<thead>
<tr>
<th>Linguistic Term</th>
<th>Fuzzy Numbers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Very Poor (VP)</td>
<td>(1, 2, 3)</td>
</tr>
<tr>
<td>Poor (P)</td>
<td>(3, 4, 5)</td>
</tr>
<tr>
<td>Medium (M)</td>
<td>(4, 5, 6)</td>
</tr>
<tr>
<td>Good (G)</td>
<td>(5, 6, 7)</td>
</tr>
<tr>
<td>Very Good (VG)</td>
<td>(6, 7, 8)</td>
</tr>
<tr>
<td>Excellent (E)</td>
<td>(7, 8, 9)</td>
</tr>
</tbody>
</table>

5.1.2. Phase 2 - Computation of relative attribute importance

Periodically or after the termination of a cloud application, the customer submits his rating for the QoS and QoE KPIs of the selected providers. The ratings of QoS KPIs are modified by the credibility mechanism, as it is analyzed later. The modified customer’s ratings are compared against the ideal rating of a virtual user. The ideal rating is used to measure the distance between the actual performance of a cloud application and its perfect performance according to the customer’s preferences. This is achieved by computing the Relative Attribute Comparison Matrix (RACM) for each KPI of the hierarchical model. Given the ideal rating $A_v$ and the modified customer’s rating $\tilde{A}_u$ for the $X$ KPI, $RACM_X$ is defined as follows,

$$RACM_X = \begin{bmatrix} 1 & \frac{\tilde{A}_u}{A_v} \\ \frac{A_v}{\tilde{A}_u} & 1 \end{bmatrix}$$

(2)

In the case of fuzzy KPIs, the division of $RACM_X$ elements corresponds to the fuzzy division of $[1d]$. For numerical KPIs, the division follows the cases of Table 2, leveraging the values of the corresponding KPIs $v_i$, $v_j$ and the size of the set $v_r$. 
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Table 2: Relative ranking model for the four types of numerical values [34]

<table>
<thead>
<tr>
<th>Numeric KPI:</th>
<th>Boolean KPI:</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_i/A_j =$</td>
<td>$A_i/A_j =$</td>
</tr>
</tbody>
</table>
| $\begin{aligned} v_i/v_j & \text{ if higher is better} \\
v_j/v_i & \text{ if lower is better} \\
w_q & \text{ if } \#v_i \\
1/w_q & \text{ if } \#v_j \end{aligned}$ | $\begin{aligned} 1 & \text{ if } v_i = v_j \\
w_q & \text{ if } v_i = 1 \land \\
& v_j = 0 \\
1/w_q & \text{ if } v_i = 0 \land \\
& v_j = 2 \end{aligned}$ |

<table>
<thead>
<tr>
<th>Unordered Set KPI:</th>
<th>Range KPI:</th>
</tr>
</thead>
<tbody>
<tr>
<td>For essential attributes</td>
<td>For essential attributes</td>
</tr>
<tr>
<td>$A_i/A_j =$</td>
<td>$A_i/A_j =$</td>
</tr>
</tbody>
</table>
| $\begin{aligned} \text{size} & (v_i) \\
\text{size} & (v_j) \end{aligned}$ | $\begin{aligned} \text{len} & (v_i \cap v_r) \\
\text{len} & (v_j \cap v_r) \end{aligned}$ |

<table>
<thead>
<tr>
<th>For non-essential attributes</th>
<th>For non-essential attributes</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_i/A_j =$</td>
<td>$A_i/A_j =$</td>
</tr>
</tbody>
</table>
| $\begin{aligned} \frac{\text{len}(v_i \cap v_r)}{\text{len}(v_j \cap v_r)} & \text{ if } v_i \cap v_r \neq \emptyset \land \\
& v_j \cap v_r \neq \emptyset \\
1 & \text{ if } v_i \cap v_r \equiv \emptyset \\
w_q & \text{ if } v_i \cap v_r \neq \emptyset \land \\
& v_j \cap v_r \equiv \emptyset \\
1/w_q & \text{ if } v_i \cap v_r \equiv \emptyset \land \\
& v_j \cap v_r \neq \emptyset \end{aligned}$ | $\begin{aligned} \frac{\text{len}(v_i \cap v_r)}{\text{len}(v_j \cap v_r)} & \text{ if } v_i \cap v_r \neq \emptyset \land \\
& v_j \cap v_r \neq \emptyset \\
1 & \text{ if } v_i \cap v_r \equiv \emptyset \land \\
w_q & \text{ if } v_i \cap v_r \neq \emptyset \land \\
& v_j \cap v_r \equiv \emptyset \\
1/w_q & \text{ if } v_i \cap v_r \equiv \emptyset \land \\
& v_j \cap v_r \neq \emptyset \end{aligned}$ |

5.1.3. Phase 3 - Computation and update of reputation score

In the case of numerical KPIs and attributes, the extended AHP approach is applied as described in SMICloud [34]. For the fuzzy KPIs, the extended analysis on FAHP is adopted according to Chang’s approach [31]. The combination of these methodologies uses the RACM of each KPI and attribute at any level of the hierarchical model in order to calculate the score vector of all intermediate attributes and the top level reputation attribute. For the fuzzy RACMs, the
following steps of extent analysis on FAHP [31] are applied. Let the N-dimension fuzzy RACM $A = [a_{ij}]$, $i,j = 1, \ldots, N$, the fuzzy synthetic extent of each row $i$ of RACM is defined by,

$$D_i = (D_{il}, D_{im}, D_{iu}) = \sum_{j=1}^{N} a_{ij} \otimes \left( \sum_{i=1}^{N} \sum_{j=1}^{N} a_{ij} \right)^{-1}$$

where the first term of the fuzzy multiplication is the sum of the elements of the the $i^{th}$ row and the second terms is the fuzzy inverse of the sum of the RACM’s elements. The fuzzy multiplication is defined by (1c), while the fuzzy inverse is defined using the fuzzy division of (1d). We find the attribute with the higher fuzzy synthetic degree by computing the degree of possibility for a fuzzy number to be greater than another one,

$$V(D_i \geq D_j) = hgt(D_i \cap D_j) = \mu_{D_i}(d)$$

$$= \begin{cases} 
1 & \text{if } D_{im} \geq D_{jm} \\
\frac{D_{jl} - D_{iu}}{(D_{im} - D_{iu}) - (D_{jm} - D_{iu})} & \text{if } D_{im} \leq D_{jm} \text{ and } D_{jl} \leq D_{iu} \\
0 & \text{otherwise} 
\end{cases}$$

The degree of possibility is a comparison method between two convex fuzzy numbers. It is defined by the ordinate $d$ of the highest intersection point $D$, as it is shown in Figure 7. The degree of possibility that a fuzzy synthetic extent $D_i$ is greater than the rest synthetic fuzzy extents of the fuzzy RACM is,

$$d_i = V(D_i \geq D_k, \forall k = 1, \ldots, N, k \neq i) = \min V(D_i \geq D_j)$$

Finally the normalized comparison vector is obtained,

$$c = [c_1 \ldots c_N]^T \text{ where } c_i = \frac{d_i}{\sum_{k=1}^{N} d_k}$$

At any level of the cloud provider’s hierarchical model, we calculate the comparison vector for each attribute with the following bottom-up procedure. Given the weights of Phase 2, the ratings of the customer and the ideal rating, we start from the level where KPIs exist, and compute the comparison vector of
the parent attribute by the comparison vectors of the sibling KPIs or attributes. Assuming a parent attribute with \( M \) sub-attributes and the weight vector with \( M \) elements, the comparison vector of the parent attribute is defined,

\[
c_{\text{par}} = \begin{bmatrix} c_{\text{par}}^u & c_{\text{par}}^v \\ c_{\text{sub}1}^u & \cdots & c_{\text{sub}M}^u \\ c_{\text{sub}1}^v & \cdots & c_{\text{sub}M}^v \\ w_{\text{sub}1} & \cdots & w_{\text{sub}M} \\ \end{bmatrix} = \begin{bmatrix} c_{\text{par}}^u \\ c_{\text{par}}^v \\ \end{bmatrix}
\] (7)

Reaching the top level of the hierarchical model, the normalized comparison vector for the provider’s Reputation attribute is computed, \( c_{\text{rep}} = \begin{bmatrix} c_{\text{rep}}^u \\ c_{\text{rep}}^v \end{bmatrix}^T \). The first element of this vector refers to the service evaluation, while the second corresponds to the best possible rating of the virtual user. The difference between the two elements indicates the distance between the actual performance as interpreted by the customer, and the perfect performance of the cloud service. Thus, for the \( n^{th} \) submitted rating, the cloud provider’s reputation score
is computed by,

\[ R_{exp}^T = \frac{c_{rep} \cdot c_{vrep}}{100\%} \]  \hspace{1cm} (8)

After \( n \) customers’ evaluations, the provider’s reputation value is updated,

\[ R_n^T = \frac{(n-1)R_{n-1}^T + R_{exp}^T}{n} \]  \hspace{1cm} (9)

5.2. Credibility Mechanism

In our approach, the notion of credibility expresses the user’s ability to provide objective evaluation for QoS KPIs. With this capacity, the credibility mechanism aims at reducing the impact of malicious users in the computation of reputation score. It takes into account the QoS KPIs and the respective SLA values. Essentially, the customer’s subjective opinion, the predefined SLA and the monitoring values are compared in order to check the divergence between the user’s rating and the cloud’s actual performance. In this process the non-technical QoE KPIs are excluded due to their subjective nature.

Algorithm 1 shows the steps that define the user’s credibility calculation process. The represented process concerns the use of one cloud provider. Nevertheless, in an real life scenario, customers have the opportunity to use more than one cloud providers. In that case the customer’s credibility value is calculated utilizing the customer’s ratings for all QoS KPIs of all providers. Considering the customer’s opinion (ratings) for every QoS KPI, as the vector \( UO = [UO_i]^T, i = 1, \ldots, k \), the monitoring data vector, \( MD = [MD_i]^T, i = 1, \ldots, k \) and the SLA data vector, \( SD = [SD_i]^T, i = 1, \ldots, k \), the algorithm updates the credibility value for the specific customer and a vector with the updated ratings for the QoS KPIs as those modified by the credibility mechanism, \( \tilde{UO} = [\tilde{UO}_i]^T, i = 1, \ldots, k \) respectively. For each KPI of the cloud provider, the threshold and correction vectors are initialized (lines 4-5). The elements of the threshold vector express the tolerance against an opinion and is based on the deviation of the monitoring data from the SLA reference value (lines 6-13). The elements of the correction vector are actually the credibility values for each
**Algorithm 1** Credibility Mechanism

1: **Inputs:** $UO, SD, MD$

2: **Outputs:** $CR, \tilde{UO}$

3: for $\forall UO_i \in UO$ do

4: $E = [e_i]^T, e_i = 0.1, \ i = 1, \ldots, k$, Threshold Vector

5: $C = [c_i]^T, i = 1, \ldots, k$, Correction Vector

6: if $|MD_i - SD_i| \geq e_i$ then

7: $e_i = |MD_i - SD_i|$

8: end if

9: if $|MD_i - UO_i| \leq e_i$ then

10: $c_i = 1$

11: else

12: $c_i = \frac{|MD_i - UO_i|}{e_i}$

13: end if

14: end for

15: $\hat{c} = \text{avg}(c_i)$

16: $CR_n = \frac{(n-1)CR_{n-1} + \hat{c}}{n}$

17: for $\forall UO_i \in UO$ do

18: if $|MD_i - UO_i| \geq e_i$ then

19: if $UO_i < MD_i$ then

20: $\tilde{UO}_i = MD_i - e_iCR_n$

21: else

22: $\tilde{UO}_i = MD_i + e_iCR_n$

23: end if

24: else

25: $\tilde{UO}_i = UO_i$

26: end if

27: end for

KPI. The customer’s credibility for an experiment is computed as the average value of the elements of the correction vector. Then, the overall customer’s
credibility is updated according to lines 15-16. For each KPI, we adapt the customer’s opinion if the difference between the opinion and the monitoring data is greater than the respective threshold value. The modified opinion is based on the monitoring value, the updated customer’s credibility and the threshold value (lines 17-27). The modified opinions on KPIs are used in Phase 3 of HRS.

6. Proof of Concept, Experimentation and Evaluation

The collaborative SLA and RTM solution has been deployed, tested and evaluated in the FED4FIRE+ [3] platform. FED4FIRE+ initiative is the largest testbed federation in Europe, designed to facilitate experimentally driven research in the context of Future Internet Research and Experimentation (FIRE). Currently, the federation consists of sixteen core testbeds, offering wired, wireless, OpenFlow and cloud testbeds, recently extended to support big data experimentation. Furthermore, FED4FIRE+ is federated with other initiatives worldwide, i.e., GENI [35] and CloudLab [2]. The federation allows the experimenter to book and utilize resources from different testbeds at the same time in order to provide real life networking conditions for Future Internet experimentation, thus, it is suitable for evaluating the cloud applications’ performance in federated environment. In this paper, for demonstration purposes, Virtual Wall [36] and NETMODE [37] testbeds - both being part of the FED4FIRE+ federation - are used in order to test, evaluate and validate the proposed SLA and RTM services. The Virtual Wall testbed offers cloud resources and its SLA template includes two offerings; Service Availability and Response Time, while the NETMODE wireless testbed defines Node Availability (the degree of up-time of a wireless node) as SLA performance indicator. Regarding the RTM service, the above SLA offerings are used as QoS metrics of both testbeds and they are combined with four QoE KPIs; namely Support Satisfaction, Documentation Readability, Usability and Operability, in order to compute the reputation score of each testbed - provider.

The collaborative SLA and RTM solution is validated through two illustra-
Scenario A architecture is depicted in Figure 8. Scenario A uses three physical nodes from Virtual Wall. Two of the physical nodes, named Node0 and Node1, act as cloud providers, while the third one, Node2, hosts the RTM Service. Both Node0 and Node1 offer a dummy cloud application that just returns a 200 OK HTTP status code. The response time of the web server can be regulated for the purpose of the experiment. So, for Node0, it is configured to produce responses between 100ms and 400ms (stable node), while for Node1 varies between 100ms and 650ms (unstable node). These values are selected for demonstrating the case of a stable cloud provider, which never breaches the SLA, and an unstable provider, which does breach the SLA, in order to validate the SLA mechanism and show the exploitation of SLA assessments by the RTM Service. In the Scenario A, the two SLA offerings guarantee: (i) the response time of the service should be lower than 500 ms, (ii) the service availability, measured as the average of availability values in ten minute intervals, should be higher than 90%. Finally, the Monitoring adapter obtains the values of the response time and the availability metrics, whose values are generated every ten
seconds and ten minutes respectively, for Node0 and Node1.

Scenario B emulates the deployment of an application within a Mobile Edge Computing service delivery paradigm, which requires the orchestration of wireless and cloud resources, and illustrates the applicability and the efficiency of the proposed collaborative solution to any type of resources. The architecture of this scenario is illustrated in Figure 9. Three Raspberry Pi devices are connected on the wireless nodes of NETMODE testbed and generate requests of a cloud application. These requests are directed to a physical node of Virtual Wall testbed, which act as cloud provider and hosts the cloud application, which is identical to Scenario A and the same SLA offering is used. The cloud application is instantiated every half hour and 750 customers’ ratings are submitted. In order to highlight the importance of the credibility mechanism, the 20% of these ratings are biased while the rest customers submits objective ratings.

6.1. Proof of Concept

6.1.1. SLA Validation

Scenario A provides an SLA validation where two federated providers offer identical services and guarantee terms to the customer. As mentioned before, Node1 is parameterized to produce SLA violations, while Node0 fulfills the performance requirements, according to the agreement defined above. The cloud application runs for one and half hour. Each provider has a monitoring process, which stores the measured values into a KairosDB database, and the SLA Management module retrieves these monitoring data using a specific KairosDB Adapter. The SLA assessment process runs every minute and detects possible violations on the response time and service availability in different time scales. Regarding the first KPI, six values of response time are used in each assessment process, since it is polled every ten seconds. The monitoring value of the service availability is updated every ten minutes, thus the assessment is executed accordingly. Figures 10a and 10b show the response times and the corresponding violations for both cloud providers. As it was expected, there are no violations for the application running on Node0, while several violations are generated...
Figure 9: Scenario 2 Architecture

for Node1. On Figure 10b, the threshold value of the agreement is marked with green colour, while the red line highlights the generated response time violations. The created violations are forwarded to the cloud provider and the customer. Also, they are used by the HRS for the computation of the reputation score.

6.1.2. Reputation Example

In this section, we demonstrate a simple example of the behaviour of the reputation algorithm to biased evaluations. After the end of the experiment described above, we compute the reputation score of the two nodes-providers. As described in the section above, Node1 violates the agreed standards, contrary to Node0, which fulfills completely the agreement. Since the inputs of the cred-
Figure 10: Application’s Response Time

(a) Node0: SLA Assessment

(b) Node1: SLA Assessment
Table 3: Evaluation data

<table>
<thead>
<tr>
<th></th>
<th>ratings</th>
<th>previous reputation</th>
<th>evaluation</th>
<th>monitoring data</th>
<th>modified opinion</th>
<th>updated reputation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Node0</td>
<td>7</td>
<td>82.1432</td>
<td>65</td>
<td>100</td>
<td>90</td>
<td>83.3227</td>
</tr>
<tr>
<td>Node1</td>
<td>6</td>
<td>74.5615</td>
<td>55</td>
<td>72.7777</td>
<td>55</td>
<td>73.4554</td>
</tr>
</tbody>
</table>

As it shown in Table 3, we assume that the submitted rating is the seventh and sixth sequential experiment for Node0 and Node1 respectively, while the respective reputation score is 82.1432 and 74.5615. In this scenario, the customer is not satisfied with the overall application’s performance, thus, he submits poor evaluations, 65 and 55 respectively, for both nodes. The rating of Node0 is unfair while the evaluation of Node1 is closer to its actual performance. Leveraging the monitoring data, the credibility mechanism modifies the customer’s opinion, thus the rating of Node1 has changed to 90, while the rating of the second node remains the same. This implies that the credibility mechanism fairly mitigates the effectiveness of misleading ratings on the reputation score of a provider.

For the service availability KPI, for both nodes, the ratings and the monitoring values are 100% and are not modified by the credibility mechanism. Thus, they are omitted from the Table 3. Additionally both nodes receive the ”VERY GOOD” linguistic value for all the QoE KPIs.

Following the phases of Section 5.1 we calculate the updated reputation score of both nodes. We demonstrate the step by step calculation of the proposed method, for Node0. Table 4 shows the structure of KPIs in the hierarchical model of HRS. The user assigned weights are written next to every attribute and KPI. The third column contains the experimenter’s evaluation, while the ideal rating of the virtual user lies in the last column. As described in Phase 2 and 3 of subsection 5.1, the bottom-up procedure with the intermediate computations.
Table 4: Ratings for Node0

<table>
<thead>
<tr>
<th>Top Level</th>
<th>First Level</th>
<th>Second Level</th>
<th>Experimenter</th>
<th>Virtual User</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reputation</td>
<td>Computing Performance (0.8)</td>
<td>Service Availability (0.5)</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Response Time (0.5)</td>
<td>0.65</td>
<td>1</td>
</tr>
<tr>
<td>User Experience (0.25)</td>
<td>Support Satisfaction (0.25)</td>
<td>[VG]</td>
<td>[E]</td>
<td>[E]</td>
</tr>
<tr>
<td></td>
<td>Operability (0.2)</td>
<td>[VG]</td>
<td>[E]</td>
<td>[E]</td>
</tr>
<tr>
<td></td>
<td>Usability (0.25)</td>
<td>[VG]</td>
<td>[E]</td>
<td>[E]</td>
</tr>
<tr>
<td></td>
<td>Document Readability (0.25)</td>
<td>[VG]</td>
<td>[E]</td>
<td>[E]</td>
</tr>
</tbody>
</table>

will be presented briefly. For example, the fuzzy RACM of the Support Satisfaction KPI is computed using the user’s value $\tilde{A}_u = (6, 7, 8)$ and the virtual user’s rating $\tilde{A}_v = (7, 8, 9)$,

$$RACM_{SupSat} = \begin{bmatrix}
(1,1,1) & (0.67,0.87,1.14) \\
(0.87,1.14,1.5) & (1,1,1)
\end{bmatrix}$$

Then, the fuzzy synthetic extent is computed for the virtual and the actual user is computed according to $RACM_{SupSat}$ and [3],

$$D_1 = (0.36,0.47,0.60)$$
$$D_2 = (0.40,0.53,0.71)$$

Following the procedure in Phase 3 and using [4] and [5], we get the degree of possibility for the experimenter and the virtual user, $d_1 = 0.75$ and $d_2 = 1$ respectively. Finally, the normalized comparison vector is obtained [6],

$$c_{SupSat} = [0.43 \ 0.57]^\top$$

Similarly, for the rest of the QoE KPIs, we calculate the following comparison vectors are computed,

$$c_{Oper} = [0.43 \ 0.57]^\top$$
$$c_{Usab} = [0.43 \ 0.57]^\top$$
$$c_{DocRead} = [0.43 \ 0.57]^\top$$
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Then, the comparison vector for the User Experience attribute is obtained,

\[ c_{UsExp} = \begin{bmatrix} 0.43 & 0.43 & 0.43 & 0.25 \\ 0.57 & 0.57 & 0.57 & 0.25 \end{bmatrix} = \begin{bmatrix} 0.429 \\ 0.571 \end{bmatrix} \]

For the QoS KPI Service Availability the comparison vector is,

\[ c_{Avail} = [0.5 \ 0.5]^T, \]

as the rating is equal to the perfect evaluation of 1 (100%). The QoS KPI Response Time is modified according to the user’s credibility. So the modified rating for Response Time is 0.9. The comparison vector of Response time is,

\[ c_{RespTime} = [0.474 \ 0.526]^T, \]

Following the same procedure with the QoE KPIs, we compute the comparison vector for the Computing Performance attribute,

\[ c_{CPerf} = \begin{bmatrix} 0.5 & 0.474 \\ 0.5 & 0.526 \end{bmatrix} \begin{bmatrix} 0.5 \\ 0.5 \end{bmatrix} = \begin{bmatrix} 0.428 \\ 0.512 \end{bmatrix} \]

At the top level, the comparison vector for the Reputation attribute is,

\[ c_{Reput} = \begin{bmatrix} 0.428 & 0.429 \\ 0.512 & 0.571 \end{bmatrix} \begin{bmatrix} 0.8 \\ 0.2 \end{bmatrix} = \begin{bmatrix} 0.475 \\ 0.525 \end{bmatrix} \]

Then, the reputation score for this experiment is computed by (8),

\[ R_{exp}^T = \frac{c_{Rep}^T}{c_{Reput}^T} \times 100\% = 90.4\% \]

So, as that was the seventh evaluated experiment, the total Reputation Score for the Node0 is updated according to (9),

\[ R_7^T = \frac{6 \times R_6^T + R_{exp}^T}{7} = 83.32\% \]
6.2. Effect of Credibility Mechanism

As it is mentioned above, scenario B illustrates the effectiveness of the RTM service on federated heterogeneous resources and focuses on the effect of credibility mechanism on the computation of the reputation score. For both testbeds and 750 ratings, the reputation score is computed for two different cases. As depicted in Figure 11, in the first one the credibility mechanism has been taken into account (red line), while in the second (blue line) the update of the reputation values is performed without the use of the credibility mechanism. For both cases, the output of HRS is drawn in Figure 11. As it is shown, for both testbeds, the activation of the credibility mechanism leads to 20% increase of the reputation score. The credibility mechanism leverages SLA and monitoring data and compares them with the subjective user’s opinion. If a significant deviation is observed, the user’s opinion is modified and the credibility value is decreased. Thus the influence of the malicious evaluation on the reputation score is minimal. On the other hand, when the reputation value is updated without the use of the credibility mechanism, malicious users and evaluations seem to significantly affect the HRS performance. In that case, the reputation score is generally lower and rapid fluctuations are observed, as shown in Figure 11.
7. Conclusions

This paper presents a collaborative SLA and trust management platform for federated cloud provider. The SLA service enables cloud providers to describe with specific indicators the performance of the deployed cloud application and provide the necessary tools for the assessment of the agreement. In case of performance degradation, SLA violations are generated and the interested entities are notified. Complementary, a reputation-based trust management service is developed in order to fairly depict the provider’s reliability to provide specific resources and services. This service is based on both QoS and KPIs, and is suitable for federated environments since it scales easily. Alongside, a credibility mechanism leverages SLA and monitoring data to mitigate the effect of biased customers’ evaluations. Apart from the evaluation of the cloud application performance, the RTM service facilitates to the future customers to select the appropriate providers and resources for deploying their applications. The experimental results demonstrate that the RTM service’s output fairly represent the provider’s reputation. Also, it was shown that the utilization of the credibility mechanism improves 20% the performance of the RTM service.

Our future plans contain the enrichment of the SLA service with an automatic negotiation function, which will allow customers and providers to customize the available SLA templates, while creating more fine-grained agreements. Finally, the reputation service could be further combined with a recommendation system in order to better promote the provider’s resources to potential clients.
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