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The NECOS Architecture
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Information Model Overview 
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NECOS information model aims to providing a unified description of all information 
regarding a slice. Thus a detailed description of:

• slice parts, allocated infrastructure resources, and their properties
• services  decomposed  to  service  elements along with the necessary resource 

demands, deployed to these parts



YAML example
slice:

id: TouristicCDN_sliced
...
slice-constraints:

geographic:
dc-slice-parts:
net-slice-parts:
…
service:
- service-function:

vdu:
id:
...

- service-function:
service-element-type: vdu
vdu:

id:
epa-attributes:

host-epa:

cpu-model: 'single 3GHz'

cpu-arch: X86_64

cpu-vendor: Dell

cpu-number: 1

storage-gb: 256
….

- service-link:
service-element-type: link
link:

name:
type: ...

Slice Geographic 
Constraints 

Service Descriptions

Service Specific 
Resource Flavor 
Constraints
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Extended Attributes

slice:
# definition of DC slice parts
- dc-slice-part:

name: dc-slice1
vdus: … 

- dc-slice-part:
name: dc-slice2
vdus: … 
…

- … 
# definition of WAN slice parts

- net-slice-part:
name: extrernal_ip_slice1-to-external_ip_slice2
links:

- dc-part1: dc-slice1
- dc-part2: dc-slice2

type: interaction
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Marketplace includes the following main architectural components:
• Slice broker

− PDT Message Analyser collect all the necessary information in the 
request message and translate into a suitable form for the slice 
agents

− Resource Discovery Control is responsible to query all in the 
marketplace for each slice part and collect all the responses

• Slice agent
─ Translator API retrieves in real-time resources status directly with 

each test-bed and translating the response message in a more 
coherent format, in compliance to the NECOS information model

─ Matching Mechanism component translate the request originating 
form the slice broker to a set of resource availability constraints

Marketplace components and 
interactions (2/2)



Experimental Evaluation: 
Quantitative Results

SP=[2,4]

VDUs/SP=[1,3]

One type of 
resource

• Our experimental setting consists of six different test-beds (i.e., w-iLab2, Virtual Wall 
1 & 2, Grid5000, Cloudlab in Utah and Wisconsin)

• Assumptions:
− One DC provider is comprised of a set of node clusters
− One DC slice part per DC provider
− Each dc-vdu assigned to a specific node cluster



Experimental Evaluation: 
Quantitative Results

Three types of 
resources

• In both graphs the number of alternative solutions decreases as the 
demand for requested nodes increases

• The number of alternative solutions decreases, as the complexity 
of the resource requirements increases



Experimental Evaluation: 
Qualitative Results

Core Servers have higher resource demands Edge Servers low resource demands

Slice consists of Core and Edge Cloud Servers

Undefined geographic 
Constraints Resource demands in terms of CPU, 

memory, storage, bandwidth per dc-vdu



Slice Part 1 Slice Part 2 Slice Part 3 Slice Part 4

Grid5000 CLabUtah CLabWisconsin VWall2

Grid5000 CLabUtah VWall1 VWall2

Grid5000 CLabUtah w-iLab2 VWall2

Grid5000 CLabWisconsin CLabUtah VWall2

Grid5000 CLabWisconsin VWall1 VWall2

Grid5000 CLabWisconsin w-iLab2 VWall2

Grid5000 VWall1 CLabUtah VWall2

Grid5000 VWall1 CLabWisconsin VWall2

Grid5000 VWall1 w-iLab2 VWall2

Experimental Evaluation
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low-end resources

Resources satisfying memory criteria

high-end resources

low-end resources

Resources satisfying disk storage criteria

high-end resources

Resource Availability Investigation



Summary

q We highlighted the NECOS Marketplace approach handling slice requests over
multiple infrastructure providers

q We described in detail the main Marketplace components 
q We carried out real experiments utilizing real measurements on the resource 

availability of variety of open-access test-beds.



Next Steps

The Marketplace approach faces interesting challenging
issues, including:
• Scalability:

• The Marketplace concept can scale up to a plethora of providers,
• Resource requests handled can involve a large number of parallel 

slices/resources 
• Performance:

• Number of messages exchanged, trade-offs, time to respond, etc.
• Elasticity:

• Extend and experiment with slice resource discovery workflows for slice
elasticity

• Heterogeneity: 
• Resource discovery coping with a diverse range of server specifications.

• Cost efficiency (Business models):
• Selection of the minimum cost slice among alternatives.



Q&A
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Information Model: Slice View
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Information Model: Infrastructure View
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DC Provider Resource Description

• Resource 
Description comes 
from FED4FIRE 
testbeds.
– Real Time data 

from Experimental 
testbeds

– Experimentation: 
Snapshots of 
resource 
descriptions and 
utilizations. 
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"testbed": {
"id": "wilab2",
"location": "Europe",
"nodes": [

{    "node_cluster": {
"available_nodes": 31,
"cpu_cores": 2,
"cpu_ghz": 1.8,
"cpu_number": 2,
"cpu_vendor": "Intel ",
"memory_mb": 4096,
"min_storage_gb": 160,
"name": "ZOTAC ",
"storage_description": "160",
"total_nodes": 45 }   },

{
"node_cluster": {
"available_nodes": 34,
"name": "APU 1d4",
...
"total_nodes": 43 }  },



An abstract view of the resource 
discovery workflow

• For each slice request submitted by the Slice Builder:
˗ The Slice Broker requests resources from each Slice Agent
˗ The Slice Agent matches the requested to the available resources 

and returns a set of resource offerings 
˗ The Slice Broker filters among the resource offerings for the slice 

creation all those that form feasible resource alternatives
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Introduction

• Novel solutions in search of flexibility, agility, cost efficiency: (Cloud) Network 
Slicing

• Services & Vertical industries may bring diverging use cases and application 
scenarios

• Development of an integrated system for enabling cloud networking slicing 
capabilities in multidomain scenarios (native integration of cloud computing and 
advanced networking)

• The  NECOS platform implements  the Slice-as-a-Service model,  enabling  the  
dynamic creation  of  end-to-end  (E2E)  slices  from  a  set  of  constituent slice  
parts  contributed  from  multiple  domains

• Optimal allocation of resources to slices in the cloud and networking 
infrastructure, to respond to the dynamic requests of the various service demands

• A Marketplace approach to the composition of Cloud Network Slices across 
multiple domains
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